Intervention research: appraising study designs, interpreting findings and creating research in clinical practice

Susan H. Ebbels$^{1,2}$

$^1$Moor House School & College, Surrey, UK

$^2$Division of Psychology and Language Sciences, University College London, UK

Correspondence concerning this article should be addressed to Susan Ebbels, Moor House School & College, Mill Lane, Hurst Green, Oxted, Surrey, RH8 9AQ, UK.

ebbelss@moorhouseschool.co.uk

Keywords: evidence based practice, intervention research, study design
Abstract

Speech-language pathologists (SLPs) are increasingly required to read, interpret and create evidence regarding the effectiveness of interventions. This requires a good understanding of the strengths and weaknesses of different intervention study designs. This paper aims to take readers through a range of designs commonly used in speech-language pathology, working from those with the least to most experimental control, with a particular focus on how the more robust designs avoid some of the limitations of weaker designs. It then discusses the factors other than research design which need to be considered when deciding whether or not to implement an intervention in clinical practice. The final section offers some tips and advice on carrying out research in clinical practice, with the hope that more SLPs will become actively involved in creating intervention research.
Introduction

Evidence-based practice is key to providing the best possible service for our clients. In order to deliver evidence-based practice, clinicians need to integrate individual clinical expertise and their clients’ values with the best available clinical evidence (Sackett, Rosenberg, Gray, Haynes, & Richardson, 1996). Therefore, it is crucial that clinicians are able to identify the best available research evidence by reading the literature and applying a sound knowledge of the strengths and limitations of different intervention study designs.

In some areas of speech-language pathology practice, however, the intervention evidence is very limited. Thus, speech-language pathologists (SLPs) may need to use evidence that is only partially related to their clinical situation and to place more reliance on their clinical expertise while waiting for more relevant evidence to emerge. An alternative solution is for SLPs to create their own evidence. SLPs who investigate the effectiveness of interventions delivered in their particular setting and with their particular client group create evidence which is highly relevant for that situation and client group, while also increasing their own ability and confidence in making evidence-based decisions. This can lead to more effective intervention and hence improved outcomes for their clients.

Practising SLPs may be anxious about carrying out research and feel this is best left to those working in universities who have more research skills and time to devote to research. While this may be the case, intervention studies can be very time-consuming and costly due to the labour-intensive process of administering repeated assessments and providing intervention. Thus, limited numbers of intervention studies are likely to be funded. However, practising SLPs are already carrying out assessments and intervention, so collaborations between practising SLPs and universities could significantly reduce the costs of intervention studies, as the intervention is already being provided,
funded from elsewhere. Such collaborations therefore have the advantage of creating intervention research which is highly clinically relevant and in a cost effective manner, while drawing on the research expertise of university-employed staff.

Combining theoretical and research experience with clinical experience can benefit intervention studies as well as increasing the skills and knowledge of those involved. Snowling and Hulme (2011) argue for a “virtuous circle” linking theory with practice, whereby theory leads to the formulation of possible interventions, which are then evaluated in intervention studies with strong designs, the results of which are used to inform and refine theory. I would add that clinical experience also has a role to play and can contribute to the formulation of theoretically well-founded interventions. Clinicians will often have insights into the practicalities of delivering interventions that could help improve the effectiveness of those interventions, for example, how long and frequent sessions should be, how often the focus of activities needs to change to keep clients’ attention and other tips for motivating clients and potentially boosting learning. When the intervention has been evaluated, the results can extend the SLP’s clinical experience. Thus, a double “virtuous circle” could be created where both theory and clinical experience help to formulate interventions and the results of those interventions inform and improve both theory and the clinical experience of those involved.

Given the value of SLPs being involved in intervention research, both as consumers (reading and understanding the literature and applying relevant findings to their clinical work) and increasingly as (co-)creators of intervention research, it is important they have sufficient knowledge of intervention research design. This paper aims to provide SLPs with some of that knowledge by discussing the strengths and limitations of intervention study designs commonly used in speech-language pathology with the aim that SLPs will be better able to critically appraise studies they read and also that some will use this information to help them design and carry out research studies within their clinical practice which are as robust as possible.
My intervention research experience and knowledge is primarily with children with Developmental Language Disorder (DLD) and therefore, many of the examples of studies I provide will relate to this client group. However, this paper aims to be relevant to those working in a range of client groups and settings.

**Intervention study design**

The design of an intervention study is fundamental to its robustness and reliability and needs to be planned carefully in advance. When carrying out intervention studies in clinical settings, many factors are at play, only some of which relate directly to the intervention itself. Thus, in order to separate the effects of the intervention from the effects of other non-specific factors, we need studies which control for as many of these as possible. Some designs are much more robust than others as they control for more of the spurious factors which could influence outcomes. Involving larger numbers of participants also increases reliability and the ability to generalize the findings to other people, but the size and degree of experimental control of a study interact to improve reliability, with experimental controls being the more crucial element.

Figure 1 shows a schematic view of this: increasing numbers of participants are shown on the x axis and designs with increasing levels of experimental control on the y axis. Also marked on Figure 1 are four hypothetical studies: Studies A and B have good experimental control, but Study B has many more participants than Study A; Studies C and D on the other hand have poor experimental control but D has more participants than C. The most reliable of these four studies is Study B with a good experimental control and large numbers of participants and the least reliable is Study C, with a weak experimental control and few participants. Studies A and D however, have different strengths and weaknesses and following positive preliminary results in studies with these designs, further research would need to be conducted to increase confidence in the results. A positive finding in Study A
would need to be replicated with more participants. Similarly, a positive finding in Study D would need to be replicated with greater experimental control. However, a clinician may need to make clinical decisions based on evidence from studies such as A and D before more reliable studies have been carried out. In this case, a small study with good experimental control is likely to be more reliable than a large study with weak control, but both need to be treated with caution. In terms of carrying out studies, it could be argued that Study D would waste resources (by involving a large number of participants, but in an experimental design likely to produce unreliable results) and that Study A, which would be cheaper, may therefore be the better option.

For SLPs who are designing intervention studies, it is important to try to maximize both the number of participants and the experimental control. If only a fixed number of participants are available, it is particularly important to try to maximise the degree of experimental control. Conversely, if a particular design has to be used (maybe due to practical restrictions), maximising the number of participants is important. Later, I discuss different experimental designs and the level of control they provide, starting with the least robust. For each, I first discuss the design in terms of timings and types of assessments relative to the intervention and then what factors each design can and cannot control for.

In addition to the overall design of an intervention study in terms of timings of assessments and interventions, other features are also important and should be considered by SLPs who are appraising a study carried out by others or planning to carry out a study themselves. These features include: how representative the participants are and how outcomes are assessed. In general, findings can only be generalised to participants who are similar to those in the original study. In order to investigate the effectiveness of the intervention in other groups, further studies will need to be carried out. Assessment of outcomes is complex. The tests need to be appropriate to the research question and the participants and sensitive to the intervention. For example, if an intervention is hypothesised to cause a change in a very specific area of language, but the outcome
measure is a standardised test which only includes one question relating to the specific area, change on that measure is unlikely, even if the intervention has caused large changes in the specific area of language targeted. Thus, it is often necessary to create tests specifically for an intervention study.

Generalisation of new skills may also be important to assess. This may include generalisation to standardised tests, but may also be to other areas of language and/or educational performance, or to other situations such as general conversation or performance in the classroom. It is important to consider in advance how much change you would expect or desire in these areas, again this comes back to the research question. If the main aim of an intervention is to improve performance in the classroom, this would be the primary outcome and crucial to measure. However, if the aim is to improve a small area of functioning with a very short intervention, a change in classroom performance may not be expected as this may require many more hours of intervention, and thus may not be relevant to measure.

Assessment should ideally be carried out “blind”. This means that the assessor does not know how individual participants fit into the design of the study. Thus, they may not know which participants have versus have not had intervention, or they may know the participant has had intervention, but not which items in the test battery have been targeted versus not targeted. Having blind assessors reduces the chance of bias, both during the assessment and scoring process. In our research, we have sourced blind assessors from various places: student SLPs who are on placement, or who come on a voluntary basis in order to gain experience of research (Ebbels, Nicoll, Clark, Eachus, Gallagher, Horniman et al., 2012), SLP assistants within the team who have been kept blind the content of the participants’ intervention sessions (Ebbels, Maric, Murphy, & Turner, 2014) or SLPs swapping with other SLPs in the same team who again are unaware of the precise nature of the intervention each participant has received (Ebbels, Wright, Brockbank, Godfrey, Harris, Leniston et al., in press).

At a minimum, assessments should be carried out before and after intervention (methods of increasing experimental control are discussed below). However, it might also be important to test
whether new skills are maintained after a period of time. Intervention studies often have a hypothesis that intervention will improve skills, but what happens after intervention ceases is also of interest; new skills may diminish (i.e., the intervention has only a short-term effect), or they may remain stable (i.e., the gains from intervention are maintained), or they may even improve further (i.e., the intervention has triggered a change which continues after the intervention has ceased).

Degree of experimental control

In sections 1-10 below, I discuss in turn each experimental design shown in Figure 1 and their strengths and limitations, working from those with the least to most experimental control.

1. Limitations of anecdotes and clinical experience

SLPs’ clinical experience together with information and anecdotes from colleagues are used more frequently than other sources of information for guiding their intervention decisions (Nail-Chiwetalu & Ratner, 2007; Zipoli & Kennedy, 2005). However, while such information may provide a useful starting point in considering whether to use an intervention, anecdotes and clinical experience alone are subject to considerable bias. We are all liable to fall for the “therapeutic illusion” (Casarett, 2016; Thomas, 1978), whereby everyone involved in an intervention (both clinicians and patients), believes the intervention is more effective than it actually is. We may interpret a change on our measures as an intervention effect, when it may actually be random variation, a “placebo effect”, natural history, other factors unrelated to the intervention, or “regression to the mean”. Regression to the mean is a phenomenon in which extreme test scores tend to become less extreme (regress to the mean) when the test is repeated. This is a problem when participants or targets have been chosen for intervention due to low levels of performance on a measure which is subsequently used to evaluate progress. Imagine a scenario where child A has a ‘true’ standard score on a standardized test of 90, but happens to score 83 on a particular day. If intervention is provided for all children with scores below 85, child A would receive intervention. However, at the next test, child A’s score would be more likely to be near their true score of 90. This would appear to be an improvement, when in
actual fact it is merely due to random variations in their scores. Conversely, consider child B whose true score is 80 but who happens to score 87. Child B’s subsequent score would be expected to be more similar to their true score of 80 (i.e., decrease) at the next test point. When evaluating the performance of a group, normally child B’s spurious decrease would cancel out child A’s spurious increase, but not if child B has been excluded from intervention due to a pre-intervention score above the cut-off. Now, imagine a study which includes several (or many!) children whose pre-intervention scores fall on the opposite side of the cut-off to their true scores. If this study gives intervention only to the half with artificially low pre-intervention scores and not to the half with artificially high pre-intervention scores, the intervention group is likely to have on average higher scores post-intervention, but this spurious increase in scores is purely due to random variation and regression to the mean of extreme scores; it is not an effect of intervention.

Thus, clinicians need to recognize that clinical practice which relies on just anecdotes and experience could be flawed and lead to clinical experience which consists merely of “making the same mistakes with increasing confidence” (Isaacs & Fitzgerald, 1999; O’Donnell & Bunker, 1997). In order to avoid this, we need to look to studies which aim to reduce some of the biases to which we are all susceptible.

2. Change in raw scores

A first step to reducing bias when evaluating an intervention, is to measure performance before and after intervention on a measure which is relevant to the intervention. In order to reduce bias, this should be carried out in the same way on both occasions (e.g., same test items, scoring and rating procedure, situation and tester) and ideally by a tester who is “blind”. Asking those involved with the client (including the SLP) if they think there is improvement can give some measure of functional improvement, but this is again subject to the “therapeutic illusion”, especially when they have been closely involved in the intervention.
Interpreting changes in raw scores

Assuming that two raw scores have been obtained, one pre- and one post-intervention, the next question is: what do these results mean? Do they show good progress? The post-intervention value being higher than the pre-intervention value may or may not mean good progress has been made. This depends on the degree of difference between the two scores, what the two scores represent and whether this difference is important. For example, a difference of five between two scores might be important if this represents a change on a test of understanding classroom instructions from 3/8 to 8/8 or a change in life expectancy from 50 to 55 years. However, if the change is from 50% to 55% on correct production of a target phoneme in words, this may not be important to the client and also may just be random variation in performance from one testing point to the next. Statistical tests are available for measuring whether a change on a test which is carried out twice is significant. For an introduction to suitable tests aimed at SLPs see Pring (2005).

Let us assume that our pre- and post-intervention test raw scores differ significantly. In these circumstances, can we infer that the intervention has been effective? No. It may be that the intervention was effective, but it is also possible that an array of other factors unrelated to the intervention have led to the increase in score.

Limitations of raw scores: other factors could be responsible for ‘progress’

For children, maturation and general development are likely explanations for many changes in performance. As children develop cognitively, physically and emotionally and gain in experience of the world, merely by being alive in the world, we would expect performance to improve in most areas. In addition, most children are receiving education, both formal (in schools and nurseries) and informally at home and elsewhere. Thus, it is important to know what you would expect in terms of change for a child in a similar situation of a similar age not receiving the intervention. To interpret an intervention as being effective, the progress with intervention needs to be greater than that which would be expected without the intervention. Natural history is also important in more medical
situations, where some spontaneous recovery might be expected, so successful interventions would need to show that they have accelerated that recovery. For clients with degenerative conditions, a successful intervention may slow the rate of decline. Thus, in all client groups, it is crucial to be able to compare changes with intervention to changes which would have been expected if the intervention had not been provided.

Another factor which is important to consider with repeated measurements is regression to the mean and practice effects. To reduce regression to the mean, studies should avoid selecting items or participants based on particularly low scores on the first assessment or use different measures for identification of participants from the measure(s) used to evaluate progress (Zhang & Tomblin, 2003). If the same assessment needs to be used for identification and evaluation of progress, studies could include a baseline period, so regression to the mean occurs before intervention starts (see sections 4, 6, 7, 9). Alternatively, studies could use or control areas which have similar pre-intervention scores to the target area, or control items, which are selected using the same criteria, but which are not treated (see section 5, 6, 7, 9). The most common method is to use control participants, who are identified using the same criteria, but do not receive intervention. Thus regression to the mean should be similar in both the intervention and control groups (see sections 8-10). In addition, mere experience with a task could also improve performance on the second occasion due to practice effects, even if underlying skills have not improved. To control for practice effects, a study could test participants on control items the same number of times as target items, so a practice effect would affect both targets and controls (see sections 5-7), or test control participants on the test items without providing them with intervention (see sections 8-10).

Thus, in order to conclude that an intervention has been effective, we need to know whether progress is different from what would be expected without the intervention given other potential factors (natural history, maturation, regression to the mean, practice or placebo effects, other interventions / education they are receiving). The different designs described in sections 3-10
control to a greater or lesser extent for each of these and we will go through these designs from the least to most robust and discuss the degree to which they control for these different factors.

3. Change in standard score

Standard scores on standardised tests can help to control for maturation and general world experience in children. Increasing standard scores would indicate that a child is progressing at a faster rate than the children in the standardisation sample and thus progress is greater than would be expected given general maturation and world experience.

Therefore, if a child has low performance on a standardised language test, for example, their SLP could look to see both whether both the raw and standard scores improve. If their raw scores improve, this indicates progress relative to their own pre-intervention scores, but despite improving raw scores, their standard scores may decrease or remain stable, or indeed they may increase. If their standard scores increase, this shows that they are “catching up” or “closing the gap” with their typically developing peers, if they remain stable, they are making progress at the same rate and if they decrease, the gap is widening.

Standard scores provide information about performance relative to the children in the standardisation sample of the test. It may be, however, that for a particular group of children, different patterns of progress are expected. Again, it is important to know the natural history for particular groups. For example, studies have shown that for children with DLD, with respect to their understanding of vocabulary, the gap tends to widen with age between their performance and that of typically developing children (Rice & Hoffman, 2015). This widening gap is despite increasing raw scores and is probably due to a slower rate of vocabulary learning among this group, relative to the efficient vocabulary learning of typically developing children and teenagers. In other areas of language, such as expressive language, the trajectories of children with DLD parallel those of typically developing children (Conti-Ramsden, St Clair, Pickles, & Durkin, 2012). Thus stable standard
scores are expected. If, in contrast, a study finds increased standard scores, this could indicate that progress in this area has accelerated.

**Limitations of standard scores**

While standard scores can control for maturation, they do not control for practice effects (although standardised test manuals usually provide a time period after which you would not expect a practice effect) or for other random or predictable factors such as other intervention or teaching which the client may be receiving. Thus, while it may be possible to say that a child or group of children is making faster than expected progress, it is not possible to say what factors underlie this progress. Regression to the mean may be a problem when children have been selected for a study purely on the basis of their low standard scores pre-intervention and progress with intervention is measured on the same test (Tomblin, Zhang, Buckwalter, & O’Brien, 2003). This is less of a problem when they have been selected on a different test or criteria, or if the pre-intervention test is carried out more than once (in which case, regression to the mean would occur before intervention started).

4. **Within participant control (single baseline)**

Some studies control for natural history and regression to the mean by using a baseline period. The design of these studies is shown in Figure 2. These can be used for a single case or for a group of participants.

**INSERT FIGURE 2 ABOUT HERE**

In this design, the same assessment is carried out at least twice before intervention starts. This provides information about the rate of progress without intervention. This period of no intervention before the intervention starts is known as the baseline period. If the intervention has no effect, we would expect a similar rate of progress during the baseline and the intervention period. If the baseline period is a similar length to the period of intervention, then no effect of intervention would be shown by a similar degree of change between assessments 1 and 2 as between assessments 2 and 3. In contrast, a change of slope in the intervention period compared with the baseline period
could be due to the intervention (see Howard for a description of how to analyse this statistically within a single subject). For examples of this design used with a group see Zwitserlood, Wijnen, van Weerdenburg, and Verhoeven (2015), Bolderson, Dosanjh, Milligan, Pring, and Chiat (2011), Falkus, Tilley, Thomas, Hockey, Kennedy, Arnold et al. (2016) and Petersen, Gillam, and Gillam (2008) and for examples of studies with single cases see Riches (2013) and Kambanaros, Michaelides, and Grohmann (2016).

SLPs thinking of using this design need to plan ahead so that they can carry out at least two tests prior to starting intervention. Ideally, if only two pre-intervention assessments are being carried out, the gap between these should be similar to the predicted length of the intervention in order to control for maturation. For SLPs working in schools, school holiday periods can work well as baseline periods. If the first assessment is carried out before the holidays start, the second assessment and the intervention can take place as soon as school resumes.

This design can help control for maturation (as long the rate of change due to maturation is expected to be stable during the time period of the study), regression to the mean and practice effects (unless the practice effect is cumulative such that it is stronger each time you repeat the assessment).

**Limitations of single baseline design**

Even if the slope during the intervention period is significantly different from during the baseline period, the single baseline design only provides limited control over other random or predictable factors. The change between the baseline and intervention period could be due to a placebo effect (where merely seeing an SLP may lead participants to expect they will make progress, thus changing their motivation and effort, leading to increased scores even though their underlying skills are unchanged) and may coincide with some other change in the client’s life (e.g., motivation, health, home or education situation, changes in other interventions or education being provided) which may be exerting a general effect on their performance in all areas, including the area being...
measured. It could be these other non-specific factors which are leading to the change in slope, rather than the content of the intervention per se. In those situations where a withdrawal of intervention is likely to lead to a withdrawal of the effect, a reversal design can be used. In this case, if withdrawal of intervention leads to a reversal of performance trends, greater confidence can be placed in the efficacy of the intervention. However, a reversal of intervention effects after intervention has ceased is virtually never a desired or expected outcome in SLP and thus the withdrawal design is of limited use to the profession and as such, other designs are preferable.

5. Within-participant design with control items/area

In situations where all participants will receive intervention (i.e., there is no control group), a certain degree of experimental control can be gained by comparing progress on areas or items you are targeting versus areas or items you are not targeting and do not expect to improve. This design is shown in Figure 3.

INSERT FIGURE 3 ABOUT HERE

Both the control and targeted items/areas are tested pre- and post-intervention. In this design, the comparison of interest is the difference in the progress made on targets versus controls. Any progress seen on the controls could be due to general maturation, placebo or practice effects and/or other non-specific factors which would be expected to affect both the targets and controls. Any additional progress seen only on the targets is likely to be related to the intervention. It is important that pre-intervention performance on targets and controls is similar as this reduces regression to the mean and aids statistical comparisons and interpretation of the results. This design can be strengthened if the targets and controls are counter-balanced across participants, such that the control areas/items for some participants are the targets for others and vice versa.

For examples of studies which have used this design with single cases see Parsons, Law, and Gascoigne (2005), for group studies which have combined a range of targets see Mecrow, Beckwith,
and Klee (2010) and Ebbels et al. (in press) and for studies with counter-balancing of targets and controls across participants see Wilson, Aldersley, Dobson, Edgar, Harding, Luckins et al. (2015).

**Limitations of the within-participant design with control items or areas**

This design can control for a wide range of factors. However, the choice of control items / areas is crucial as the design relies on finding a difference in progress between targets and controls. If progress on the targets generalizes to the control items/area, the experimental control may be under threat. If the generalization is relatively limited, such that targets still show more progress than controls, experimental control is maintained. However, if progress generalizes to such an extent that targets and controls show equal progress, experimental control is lost. Equal progress on targets and controls could be due to generalization (which is clinically desirable) or could be due to maturation, placebo or practice effects and/or other non-specific factors. In this situation, even if both targets and controls show good progress, it is impossible to draw conclusions regarding the effectiveness of the intervention. Thus, it is crucial that when choosing control areas/items, generalization is not expected.

If SLPs wish to consider the effects of generalization, additional control needs to be added to this design, such as a control (baseline) period (see sections 6 and 7), or a control group (see sections 8-10).

**6. Within-participant design with single baseline and control items/area**

This design combines the two previous designs, using both a baseline period and control items/area and is shown in Figure 4. Thus, if targeted items/area improve more with intervention than before intervention and more than control items/area, this controls for maturation, placebo or practice effects, regression to the mean and other factors which would be expected to improve the control as well as the targeted items/area.

This design has advantages over the use of control items with no baseline, as a change in controls with intervention which is greater than the change during the baseline is more likely to be due to
generalisation than to practice effects or general maturation. A example of single case studies or case series using this design are Kulkarni, Pring, and Ebbels (2014) and Best (2005).

**Limitations of within-participant designs with single baseline and control items/areas**

While this design is stronger than previous designs, as changes seen in the control items during intervention but not during baseline are unlikely to be due to maturation and practice effects, they could still be due to a placebo effect or other factors which could be occurring in the client’s life around the time of changing from baseline to intervention. If the changes only occur in the targeted items/areas and not the controls, it is likely that these are due to the intervention, but if they also occur in the control items or areas, this weakens the design as it this could be due to generalisation, or to other factors. Thus, as before, it is crucial to choose control items/areas to which generalisation is not expected, otherwise experimental control can be lost.

### 7. Within-participant multiple baseline design

The key feature of a multiple baseline design is a staggered start to intervention. When used within participants, it may be different items/areas which receive intervention but at different times. This design is essentially the same as the previous design except the control items also receive intervention but at a later date. This is illustrated in Figure 5. Thus, a baseline period is used (with at least two testing points), followed by intervention for Target A, while Target B is held in an extended baseline. Following intervention for Target A, Target B is treated. Maintenance of Target A may also be assessed at the final assessment point. If Target A improves more with the first intervention than during baseline and more than Target B, this design controls for maturation, placebo and practice effects. If Target B also improves more during its intervention period than during its baseline, this provides better control for other factors. This is because, if both Targets A and B improve only when their specific intervention is provided and not before, it is less likely that non-intervention-specific
factors are causing these specific changes. An example of a study using this design with a case series is Culatta and Horn (1982)

LIMITATIONS OF WITHIN-PARTICIPANT MULTIPLE BASELINE DESIGN

This design has similar limitations to the previous designs: if Target B improves during intervention for Target A, (but not baseline) this still controls for maturation and practice effects, but a change while still in extended baseline (while Target A is receiving intervention) could either be due to generalization or other factors, including a placebo effect. In order to control for other factors such as activities happening in classroom education, other children in the same class could act as controls, as general classroom activities should affect their performance, but generalization from intervention would not. Such an addition would then include comparisons between participants (see sections 8-10).

8. BETWEEN PARTICIPANTS COMPARISONS (WITH NON-RANDOM ASSIGNMENT)

Including as control participants other clients who have similar profiles and are in similar settings can control for some of the effects of other non-specific factors and allow more reliable investigations of the effects of generalisation. The most common design is to administer a pre- and post-intervention measure to two groups of participants, but only provide intervention to one group. The crucial comparison is between progress made by the intervention group and that made by the control group. This design is shown in Figure 6. If the groups are very similar pre-therapy and the intervention group make more progress than the control group, this controls for maturation, practice effects and other factors which the two groups have in common, as these would be expected to affect the performance of both groups.
In order to make comparisons across groups with small numbers of participants, a between participants multiple-baseline design can be used. This is similar to the within-participant multiple baseline design (see Figure 5), except that it is participants rather than targets which have variable baseline lengths. Thus, a single area may be targeted, but in more than one participant, with staggered starts to intervention. If the slope of performance changes only when intervention is introduced for each participant, with increasing numbers of participants this makes it more likely that the intervention itself is responsible for the change. For an example of a study using this design, see Petersen, Gillam, Spencer, and Gillam (2010).

Limitations of between participants comparisons with non-random assignment

The main limitation of group comparisons of intervention and control participants is that the two groups may differ from each other in ways which are predictable (e.g., different classes, schools, teachers, abilities, backgrounds, other help/support) or unpredictable. Even if all obvious factors are balanced between the groups, they may still differ in ways which have not been considered. Therefore, differences between the groups in the amount of progress made during the intervention period (for the intervention group), may be due to differences between the groups rather than to the intervention. An example of this possible limitation is a study such as Motsch and Riehemann (2008), where the teachers of the experimental group volunteered for an advanced course and those of the control group did not, hence the teachers may have differed in fundamental ways (e.g., motivation) which could have affected the participants’ response to intervention more than the nature of the intervention itself.

The best solution to this problem is to randomly assign participants to the groups as, if the numbers are big enough, all potential factors should balance out between the groups (see section 10). Another approach, especially with small numbers, is to combine a between-participant and within-participant multiple baseline design (see section 9). An alternative solution is to provide the control group with intervention after the experimental group has stopped receiving intervention (i.e., the
controls become a *waiting* control group). If they also respond to the intervention when they didn’t during their extended baseline it is less likely that other non-specific factors account for the differences in progress between the groups after the first phase of intervention. Adding intervention for a waiting control group, then becomes a similar design to the between-participants multiple baseline designs (see Figure 5) often used for (a series of) single cases, where the waiting controls are in effect held in an extended baseline and have a staggered start to intervention.

This design does not usually control for a placebo effect. However, this can be controlled for by providing non-intervention-specific special attention to the control group instead of just no intervention. This could even be intervention but on a different, unrelated area (which is not expected to generalise to the area under investigation). Indeed, in our research, we frequently use this approach as all children in our setting have to receive intervention, so our (waiting) controls receive intervention in a different area to that being investigated in the study, rather than no intervention. This avoids the ethical dilemma of involving participants in a study who receive no intervention whilst also controlling for possible placebo effects.

9. Combined between and within participant designs

Some group studies (e.g., Smith-Lock, Leitao, Lambert, & Nickels, 2013) add in within-participant control by adding a baseline period for both the intervention and control groups. This follows a similar pattern to Figure 4 but it is participants rather than items/areas which act as controls by receiving either no intervention or, as in Smith-Lock et al. (2013) receiving intervention in a different area, thus controlling for the placebo effect. This study also included a control measure for the experimental intervention group, so placebo and non-specific effects were controlled both between and within participants. Such additions strengthen the design and also allow researchers to look at the performance of individuals within each group.

For studies with small numbers of participants, a multiple baseline design both between and within participants is a strong design (see Figure 7). At least two participants are involved, but increased
numbers improves reliability and generalizability and also introduces the possibility of comparing performance across groups. In this design, all participants undergo a baseline period with at least two assessment points, then the two (groups of) participants receive intervention, but on different targets. After a period of intervention, they both swap to the other target. If progress is seen on each target only when it is targeted, it is likely that it is the intervention which underlies the change rather than other non-specific factors (which would be expected to affect both targets regardless of the focus of intervention). This is even more likely when the targets and participants are randomly assigned to the different periods of intervention and when more participants are included. Ebbels and van der Lely (2001) used this design, albeit without randomisation.

**Limitations of combined between and within participant designs**

As with previous within-participant designs, it is important that generalization does not occur between the two targets. If intervention on either target improved performance equally on both targets, the design would in effect be reduced to a single baseline design (see section 4), which has less experimental control and where conclusions regarding the effectiveness of the intervention are harder to draw. Thus, it is essential that the target areas are chosen very carefully such that generalization between them is not expected.

**10. Between participant design (randomised control trial)**

The Randomised Control Trial (RCT) is seen as the “gold standard” intervention design, because with sufficiently large numbers and random assignment all potential factors other than the intervention become evenly distributed between the groups and are thus unlikely to affect the results. The design of an RCT at its simplest is represented in Figure 6. This design is feasible within clinical practice, although it is easiest where intervention is 1:1. For example, if a group of clients are all due to receive a period of intervention; they could be randomly assigned to “experimental intervention” versus “control” groups and assessed before and after intervention is provided. A “control group”
can take various forms, which SLPs may view as more or less ethically acceptable. They could receive no intervention (e.g., Fey, Cleave, & Long, 1997), or “treatment as usual” (e.g., Adams, Lockton, Freed, Gaile, Earl, McBean et al., 2012; Boyle, McCartney, O’Hare, & Forbes, 2009; Cohen, Hodson, O’Hare, Boyle, Durrani, McCartney et al., 2005), or intervention in a different area (e.g., Ebbels, van der Lely, & Dockrell, 2007; Mulac & Tomlinson, 1977) or a non-specific intervention (e.g., the "academic enrichment group" in Gillam, Loeb, Hoffman, Bohman, Champlin, Thibodeau et al., 2008) which are not predicted to affect the target area. Alternatively, they could be a “waiting control group”, who also receive the experimental intervention after intervention for the “experimental intervention” group has finished. During the “experimental intervention” group phase, these waiting controls could either receive no intervention (e.g., Fey, Cleave, Long, & Hughes, 1993; Fey, Finestack, Gajewski, Popescu, & Lewine, 2010; Fricke, Bowyer-Crane, Haley, Hulme, & Snowling, 2013), or they could receive intervention on a different, unrelated area which is not expected to affect the target area (e.g., Ebbels et al., 2014; 2012). Studies vary in whether they report the progress made by the waiting control group (which delays publication of the study, but strengthens the findings), or only the results after the first stage of intervention for the experimental group. Clinicians often worry about the ethics of control groups. In my view, if there is as yet no evidence an experimental intervention may be effective; it is perfectly acceptable to withhold this intervention for the purposes of a study which could contribute future evidence. Indeed, waiting control groups may get the best deal, particularly if they only receive the experimental intervention if the first phase of the trial indicates it is effective and not if there is doubt about its effectiveness.

This design can also be extended to investigate generalisation by including assessments of items or areas where generalisation is expected. Both groups of participants are tested on both target and generalisation items, but only the intervention group receives intervention. If this group improves on both controls and targets, but the control group do not, it is likely that the progress on the generalisation test is due to the intervention. It could also be due to a placebo effect, but this could be controlled by giving intervention to the control group on another area at the same time. Findings
from RCTs can be further strengthened by using a waiting control group, who then go on to receive intervention. If they also make progress after intervention, but not while acting as controls, this strengthens the conclusion that the intervention is effective. We carried out an RCT using this design (Ebbels et al., 2014) and included both a control structure (where we did not expect generalisation) and a generalisation test (where we were specifically looking for generalisation when the target intervention was received). These extensions to the basic design in Figure 6, however, while strengthening the design, do make it much more complex and thus more difficult to carry out. As an example of an extended and more complex design see Figure 8 for the design of the Ebbels et al. (2014) study.

**INSERT FIGURE 8 ABOUT HERE**

**Limitations of RCTs**

Randomised control trials are the most robust design. However, it is important that the numbers in the randomisation sample are sufficient that randomisation is likely to have led to a balance of all potential influencing factors between the groups. If a study has too few participants, the design in section 9 may be more appropriate. Ideally, randomisation would be carried out at the level of the individual, but in some studies this is not possible. For example, an intervention involving training of education staff may need to be carried out at a school level. While schools could be randomised to different groups, the students within those schools have not been randomised and thus large numbers of schools would be required for potential factors to be evenly distributed between the groups. This design (known as a cluster randomised control trial) is complex to design and analyse but the majority of such studies do not account for clustering in their design or analysis (Campbell, Elbourne, & Altman, 2004). For example, a trial involving two schools which are randomised one to receive and one not to receive intervention (such as Starling, Munro, Togher, & Arciuli, 2012) is not an RCT as the participants are not randomly allocated to schools, so there is no guarantee that the
two schools, the staff teaching in them and the students attending them do not differ in some important ways (indeed this is very likely).

As with other designs, placebo effects can only be controlled for if the control group receives some kind of “intervention”; this could just be special attention, or intervention on another unrelated topic.

**Critical appraisal of studies**

The design of a study can be appraised in terms of its robustness without reading the results or discussion. Indeed some suggest (Greenhalgh, 1997) that readers should decide whether or not to read a paper by first reading the method only and if the design is insufficiently robust, to abandon reading the rest of the paper as it probably “belong(s) in the bin” (p.243)! When considering the robustness of the design, the reader needs to consider: the degree of experimental control provided (see above) and the number of participants (generally greater numbers of participants increases reliability). For studies with a robust design and large number of participants, more confidence can be placed in the results (see Figure 1), whether those results are in favour of the intervention studied, or not.

Having decided that a study has a robust design with a sufficient number of participants to produce reasonably reliable results, the reader needs to consider other points before deciding whether or not to use the intervention in clinical practice. The first is whether the results are statistically significant and the degree of significance (lower p-values are more significant). In general, a marginally significant result (e.g., $p=0.045$) should be considered with more caution than a highly significant result (e.g., $p=0.002$). The second factor to consider is the magnitude of the effect (see Cohen, 1988 for more information regarding effect sizes) and whether the effect is relevant to the clients (i.e., is it clinically significant?). The third factor interacts with consideration of the size of the effect and this is the amount and cost of the input which is required to obtain that effect. An
intervention which has a small, but clinically relevant effect and costs very little to implement may be as worthwhile to include in clinical practice as an intervention with a very large, clinically very important effect with a high cost. However, interventions with small effects and high costs may not be appropriate to include in clinical practice, even if they have statistically significant results. This is particularly the case if other interventions have similar effects for lower costs, or larger effects for the same cost. The final factor to consider is how similar the participants in the study are compared with those in the SLP’s clinical practice. If the differences are too great, the study may be irrelevant to the SLP’s client group. However, if an SLP’s clients are similar in some ways to the study participants but different in others, it may be worthwhile trying the intervention. In this case, however, the SLP should evaluate the effectiveness of the intervention with their different client group.

**How can I start to be research active and what support do I need?**

For an SLP with a regular caseload, only a few tweaks may be needed to turn standard intervention into a research project. All designs can be carried out as part of routine practice if everyone involved is willing to be flexible and committed to the purposes of the project. Measuring indicators of outcomes (what you want to achieve) before and after intervention is good clinical practice and can form the beginnings of research. Thus, there is no definite line between research and good clinical practice, but research generally includes greater controls. Even RCTs are feasible as part of clinical practice and don’t need to have huge numbers of participants if you are only interested in large effects. Indeed, in my experience, I have found small-scale RCTs (e.g., Ebbels et al., 2014; 2012) easier to carry out than within-participant designs (Ebbels et al., in press). This is particularly true where generalisation might be expected, as identifying suitable controls areas or items can be very difficult.
The main requirements for carrying out research in clinical practice are time and support. Time is needed for staff to develop research skills, and to design and carry out projects. Planning time needs to be built in and time spent at the planning stage can dramatically improve the usefulness of a project. The research design needs to be carefully thought through to maximise the robustness of the design given practical constraints. Assessment and intervention plans, materials and resources may need to be created specifically for a project. Those carrying out the intervention (and assessments) will need training to ensure they carry these out to the requirements of the project (treatment fidelity). It may be necessary to source “blind” assessors from outside your organisation (SLP students can be a good source of assessors); this will also take time to organise. Inclusion of your research project in your appraisal or progress review may allow for ring-fencing of time and increased motivation to prioritise the project on all sides. In my organisation, half a day a week of dedicated time has proved sufficient for clinicians to plan and coordinate small-scale research projects, while larger scale projects have required more dedicated time. The participants involved in a project will also need to commit more time to a project than to usual intervention. This is mainly due to the increased number of assessments required for more rigorous designs. They may also be required to attend for more intervention. Hopefully, if the study is theoretically and clinically well-motivated, this increase in time on their part will result in better outcomes for them, which is ethically more acceptable.

Carrying out a research project in clinical practice also requires support, particularly from the management in your organisation. This is more likely to be forthcoming if your proposed research is of direct clinical relevance to your service. However, you may also need the support of your colleagues (particularly if they will be providing some of the intervention). Administrative support would also be helpful. A crucial element, however, is to gain support from someone with research expertise who can provide advice prior to the study on research design including how many participants may be required, ethical requirements and options for analysis. On completion of your study they can also advise on dissemination of your findings.
Conclusions

Clinical practice of SLPs will be improved if we all incorporate aspects of evidence-based practice into our work. Whether we are interpreting the research studies of others, or designing our own, we need a good understanding of research design and an ability to recognise weaknesses in intervention studies which may reduce the reliability of study findings. Striving to maximise both the robustness and clinical relevance of intervention studies and ensuring that SLPs have the time, skills and support to read and (co-)create research and apply relevant findings to their clinical practice, should be a priority for the profession.
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Figure 1 – contributions of experimental control and numbers of participants to study robustness
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Figure 2 – within participants single baseline design

Figure 3 – within participants design with control items / area

Figure 4 – within participants design with single baseline and control items/area
Figure 5 – within participants multiple baseline design across targets
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Figure 6 – Between participant comparisons
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Figure 7 – between and within participants multiple baseline design
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Figure 8 – randomised control trial with waiting controls, plus control and generalisation tasks as used in Ebbels et al. (2014)